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Abstract 
Transfer learning has become a powerful technique for utilizing pretrained models in 
various downstream tasks.  However, conventional transfer learning methods often 
only use pretrained models as initializers, missing the opportunity to fully exploit the 
advantages of pretraining.  In this presentation, I will introduce a Bayesian method for 
transfer learning that transforms a pretrained model into an adaptive prior, making it 
applicable to a wide array of downstream tasks.  This approach leverages a Bayesian 
nonparametric framework, incorporating a Dirichlet process prior on the data 
distribution to infer the parameters of interest.  The proposed method is not only 
efficient to train and parallelize but also demonstrates robustness across diverse 
downstream applications, especially in the presence of distributional shifts. 
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