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Abstract 
We describe a general technique to derive bounds for Gaussian random field approximation 

with respect to a Wasserstein transport distance in function space, equipped with the 

supremum metric. The technique combines Stein’s method and infinite dimensional 

Gaussian smoothing, and we apply it to derive bounds on Gaussian approximations of wide 

random neural networks of any depth. The bounds are explicit in the widths and natural 

parameters of the neural network. The talk covers joint works with Krishnakumar 

Balasubramanian, Larry Goldstein, and Adil Salim; and A.D. Barbour and Guangqu Zheng. 
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received his PhD from the University of Southern California. His research is focused on 

understanding the behavior of random structures that are related to modern statistical 

applications, such as random networks.  
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