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Abstract 

While the prior distribution is the usual starting point for Bayesian 

uncertainty, recent work has reframed Bayesian inference as the predictive 

imputation of missing observations. In particular, the martingale posterior 

distribution arises when the Bayesian model is a chosen sequence of 

predictive distributions on future observables, which then induces a 

posterior distribution on the parameter of interest without the need for a 

likelihood and prior. This generalization greatly broadens the range of 

models one can use for Bayesian inference, and offers substantial 

advantages in computation and flexibility. In this talk, we introduce the 

framework and present some recent advances. 
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